Interval Reachability of Nonlinear Dynamical Systems
with Neural Network Controllers
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Neural networks are deployed as controllers in safety-critical applications open-loop system & = f(x,u,w) with inclusion function F = [%} for f,
(self driving vehicle and mobile robots). neural network controller u = N(x) with inclusion function [%}
the embedding system for the closed-loop system is
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Neural networks are brittle with respect to input perturbations v, =Ny, z(z,7T) v,=N,7Zi77)  v;=N, z(Zz7T)
The error can compound in the closed-loop interconnection. Ui = Niz(z, T) Vi=Np7n(272%) Vi= Ny 722 T)
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Theorem

B For disturbance W = |w,w| and initial set Xy = |z, To|,
Find an over-approximation R(t, Xy, VW), and check if R(t, Xy, W) C [gvs(t) Ts(t)]

R(t, X, W) ﬂsunsafe =9 where (2>(t),Z>) is the trajectory of F> for S € {G,H,L}.

Goal: over-approximate the output of _
a mapping using intervals.

Partitioning improves the accuracy
of interval analysis.

G = [ %] is an inclusion function separation between 1) partitions
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for g if for every x € |z, X, that query neural network
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partitions that only do integration.

Inclusion functions can capture localized behaviors of functions—they

preserve the structure when the intervals are small. Vehicle Model:
Ditferent approaches exist for constructing inclusion functions. Kinematic bicycle model, controlled by a 4 x 100 x 100 x 2 RelLU neural
network, trained to stabilize to the origin while avoiding an obstacle.
Global (F“) Hybrid (F?) Local (F")
Consider = f(x,w) with an inclusion function F = [%} for f, the .| runtime: .| runtime: .| runtime:
embedding system is 0.234 + 0.006 0.244 + 0.002 2.650 + 0.009
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system provides lower bound x and Xy . P I I
upper l.)o.und T on reach-able set of 1 Double Integrator Model:
original system at time £, " =0 Controlled by a 2 x 10 x 5 x 1 ReLU neural network, compare to [2,3].
Main Question: How to construct an embedding system for the neural | RemchMMACG
network controlled system? "1 eaeiopng Method Runtime (s) Area
ReachMM-CG 0.079 +0.001 1.0- 10!
ReachLP-Unif 0.21240.002 1.5-107!
Find M’N such that for every x € @7 f] C [ng], ReachLP-GSG 0.913 £0.031 5.3-107"
~ ReachLipBnB 0.956 4+ 0.067 5.4 - 10"

N, 7(2,7) < N(z) < Niyg(z, 7).
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N, N: neural network
verification algorithms such

as CROWN, IBP, LipSDP.

CROWN [1] provides linear
bounds N[ U and N[ ik
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